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ABSTRACT 

This article explores how performance engineering practices can minimize the 

carbon footprint of software systems and IT infrastructure while maintaining 

functionality and user experience. The article demonstrates the substantial 

environmental benefits achievable through systematic efficiency improvements by 

examining optimization techniques across multiple computing layers—from 
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algorithmic design and memory management to infrastructure configuration and cloud 

resource orchestration. Various measurement frameworks and continuous optimization 

strategies are presented to quantify and sustain these improvements over time. 

Integrating performance engineering with environmental considerations creates a 

synergistic relationship where technical excellence directly contributes to sustainability 

goals. As digital transformation continues to accelerate globally, these practices 

become increasingly critical for organizations seeking to balance computational power 

with environmental responsibility, ultimately positioning performance engineering as a 

key discipline in developing more sustainable digital ecosystems. 

Keywords: Carbon reduction, energy efficiency, sustainable computing, resource 

optimization, green IT 
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1. Introduction 

In today's digital landscape, the environmental impact of computing has become a 

pressing concern. According to research by Ericsson, data centers and ICT infrastructure 

consume approximately 1-2% of global electricity and contribute to an estimated 0.3% of 

annual carbon emissions worldwide. The comprehensive study from Ericsson's research papers 

indicates that the ICT sector's carbon footprint could grow significantly, with projections 

showing that by 2030, this sector may account for up to 1.4% of global greenhouse gas 

emissions if unmitigated [1]. The research further reveals that data centers are responsible for 

approximately 200 terawatt-hours (TWh) of electricity consumption annually, which is 

expected to increase as digital transformation accelerates across industries worldwide. 

Performance engineering—traditionally focused on optimizing software and systems 

for speed, reliability, and resource efficiency—has emerged as a crucial discipline in addressing 

this challenge. The Lawrence Berkeley National Laboratory's comprehensive "United States 

Data Center Energy Usage Report" has documented that data centers in the U.S. alone 

consumed approximately a substantial 70 billion kWh in recent years, representing about 1.8% 

of total U.S. electricity consumption [2]. The report identifies that performance engineering 
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practices such as virtualization, improved cooling efficiency, and server utilization 

optimization have already contributed to limiting the growth rate of data center energy 

consumption to about 4% annually between 2014-2020, despite a significant increase in 

computing demand of approximately 26% year over year during the same period. 

Performance engineering practices can significantly reduce the carbon footprint of IT 

operations by optimizing resource usage and improving energy efficiency across the 

technology stack. The Berkeley Lab research demonstrates that implementing best practices in 

performance engineering has prevented an estimated 620 billion kWh of additional energy 

usage between 2010 and 2020, equivalent to avoiding approximately 340 million metric tons 

of carbon dioxide emissions [2]. The report further indicates that continued adoption of 

advanced performance engineering methodologies could reduce future data center energy 

consumption by an additional 45% compared to business-as-usual scenarios, highlighting the 

critical role of these practices in sustainable computing. 

This technical article explores how performance engineering methodologies can be 

leveraged to create more sustainable digital systems without compromising functionality or 

user experience. The Ericsson research emphasizes that energy efficiency improvements of 10-

15% annually will be required to offset the projected growth in ICT usage, with performance 

optimization identified as one of the key enablers to achieve these efficiency gains [1]. By 

systematically addressing inefficiencies in code execution, hardware utilization, and system 

architecture, organizations can simultaneously improve system performance, reduce 

operational costs, and minimize environmental impact—creating a compelling triple-bottom-

line benefit that aligns business objectives with global sustainability goals. 

 

2. Algorithm Optimization and Code Efficiency 

2.1 Computational Efficiency 

Algorithm optimization represents one of the most fundamental approaches to reducing 

carbon footprint. Research on selective memorization by Acar, Blelloch, and Harper at 

Carnegie Mellon University demonstrates that algorithm efficiency directly impacts 

computational resource requirements and energy consumption. Their work on memoization 

techniques shows that selectively storing and reusing previously computed results can improve 

performance by factors ranging from 2× to 30× in dynamic programming applications while 

maintaining asymptotic complexity guarantees [3]. By redesigning algorithms to reduce 



Prakash Ramesh 

https://iaeme.com/Home/journal/IJARET   136 editor@iaeme.com 

complexity from quadratic (O(n²)) to linear (O(n)) time, engineers can dramatically decrease 

processing requirements. The CMU research quantifies how selective memoization in 

incremental computation contexts can reduce the portion of an algorithm that needs 

recomputation after input changes to as little as 0.01% of the original computation in certain 

scenarios, directly translating to proportional energy savings when applied at scale [3]. 

2.2 Memory Management 

Efficient memory utilization is equally important in reducing energy consumption. 

According to the architectural-level power analysis framework Wattch developed by Brooks, 

Tiwari, and Martonosi at Princeton University, memory subsystems can account for 10-30% of 

the total power budget in modern processors [4]. Their research reveals that memory access 

patterns and cache utilization significantly impact energy consumption, with cache misses 

requiring off-chip memory access that consumes approximately 10 times more energy per 

operation than cache hits. The Wattch framework demonstrates that proper memory 

management techniques can reduce memory-related power consumption by 22% to 46% across 

various benchmarks by optimizing access patterns and cache utilization [4]. 

Memory management strategies such as improving data locality to enhance cache 

utilization show substantial energy benefits in the Princeton research. Their detailed power 

analysis indicates that restructuring memory access patterns to improve spatial and temporal 

locality can reduce memory subsystem energy consumption by up to 40% in memory-intensive 

applications. The Wattch framework's cycle-by-cycle breakdowns demonstrate that memory 

operations that leverage the L1 cache effectively can require as little as 1/10th the energy of 

operations requiring primary memory access, highlighting the importance of efficient memory 

management for reducing overall system energy consumption [4]. 

The efficient organization of memory hierarchies and data structures is crucial to energy 

efficiency. The CMU research on algorithmic efficiency notes that a memory-conscious 

algorithm design that considers the memory hierarchy can improve performance by factors of 

2-4× in common computational tasks, with corresponding reductions in energy requirements 

[3]. Their work demonstrates that algorithms designed with cache efficiency in mind run faster 

and consume significantly less energy per operation, with some cache-oblivious algorithms 

approaching theoretically lower bounds for energy consumption in specific problem domains 

such as sorting and matrix operations. 

2.3 Compiler Optimizations 

Modern compilers offer various optimization techniques that can significantly improve 

code efficiency. The Wattch framework research by Brooks et al. quantifies the impact of 
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compiler optimizations on processor power consumption across different architectural 

components. Their findings indicate that compiler optimizations targeting instruction-level 

parallelism can reduce CPU energy consumption by 17.3% across standard benchmarks by 

better utilizing available execution units and reducing pipeline stalls [4]. The research 

specifically measures how optimizations affecting instruction scheduling and register 

allocation impact power distribution across processor components, with properly optimized 

code reducing power spikes by 22% and average power consumption by 16.9% across their 

benchmark suite. 

The Princeton research demonstrates that compiler optimizations affecting control flow 

and branch prediction have significant energy implications. Their detailed power models show 

that reducing branch mispredictions through careful code optimization can decrease energy 

consumption by 9-15% in branch-intensive applications by avoiding the energy costs of 

pipeline flushes and speculative execution recovery [4]. The Wattch framework provides a 

granular analysis showing that each branch misprediction can waste 5-20 processor cycles of 

energy depending on pipeline depth, making branch optimization particularly valuable for 

energy efficiency. 

Instruction-level optimizations measured in the Wattch framework show compelling 

energy savings. Their cycle-accurate power models reveal that code transformations that reduce 

instruction count and improve instruction mix can decrease energy consumption by 10-30% 

depending on the specific benchmark and target architecture [4]. These optimizations reduce 

the number of dynamic instructions executed and favor less power-intensive instruction types, 

with the greatest benefits observed in computation-intensive scientific applications. The 

research concludes that compiler optimizations represent a particularly attractive approach to 

energy efficiency as they generally require no hardware modifications and can be applied to 

existing software through recompilation with appropriate optimization flags. 

 

Table 1: Energy Efficiency Gains from Algorithm and Code Optimizations [3,4] 

 

Optimization Technique Energy Reduction (%) 

Memoization (Dynamic Programming) 50-97* 

Memory Access Pattern Optimization 22-46 

Cache Utilization Improvement 40 

Instruction-level Parallelism 17.3 

Power Spike Reduction 22 
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Branch Misprediction Reduction 9-15 

Instruction Count Optimization 10-30 

 

3. Infrastructure and Hardware Optimization 

3.1 Server Resource Utilization 

Efficient hardware utilization directly translates to reduced energy consumption. 

According to The Green Grid's comprehensive examination of data center metrics, traditional 

enterprise servers often operate at 5-15% utilization, representing significant inefficiency. Their 

research indicates that implementing virtualization technologies can increase server utilization 

rates to 60-80% while maintaining performance requirements [5]. This optimization is critical 

as data center electricity consumption is projected to nearly triple by 2028, according to 

research cited by Reuters, potentially reaching 590 to 1,110 billion kilowatt-hours annually [6]. 

Workload consolidation complements virtualization by combining compatible 

workloads on fewer physical servers. The Green Grid's analysis demonstrates that this approach 

can reduce the number of required servers by 30-40%, with corresponding reductions in energy 

consumption [5]. Right-sizing infrastructure by matching hardware specifications to workload 

requirements presents another vital optimization strategy. As data centers consume 

approximately 3% of all U.S. electricity, optimizing hardware deployment through accurate 

capacity planning can significantly reduce this growing environmental impact [6]. 

Power management features such as CPU power states, and dynamic frequency scaling 

offer substantial energy-saving opportunities at the hardware level. The Green Grid's 

measurements indicate that properly implemented power management can reduce server energy 

consumption by 10-20% with minimal performance impact [5]. 

3.2 Storage Optimization 

Storage systems represent a substantial portion of data center energy consumption. 

According to findings in The Green Grid's technical documentation, data deduplication 

technologies that eliminate redundant data can reduce storage requirements by 30-70% [5]. 

This optimization is increasingly important as the Reuters report indicates that U.S. data center 

storage capacity is expanding rapidly to handle the growing demands of artificial intelligence 

and other data-intensive applications [6]. 

Tiered storage architectures that move infrequently accessed data to more energy-

efficient storage media demonstrate significant efficiency improvements. The Green Grid's 
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analysis shows that implementing intelligent data tiering can reduce storage-related energy 

consumption by up to 40% by migrating cold data to less power-intensive storage [5]. 

Transitioning from traditional hard disk drives to solid-state drives offers compelling 

energy efficiency benefits. Research indicates that SSDs typically consume 70-90% less energy 

per terabyte than equivalent-capacity HDDs while delivering substantially higher performance 

[5]. This transition is critical as data storage requirements grow exponentially, with AI 

workloads driving unprecedented demand for efficient storage solutions [6]. 

3.3 Network Efficiency 

Network infrastructure contributes significantly to data center energy consumption. 

According to The Green Grid's analysis, traffic optimization strategies that reduce unnecessary 

data transfers can decrease network-related energy consumption by 15-25% [5]. As Reuters 

reports that AI-driven workloads are creating unprecedented network demands across U.S. data 

centers, optimizing network efficiency becomes increasingly critical for sustainability [6]. 

Content delivery networks that place content closer to users significantly reduce 

network distance and associated energy consumption. The Green Grid's research indicates that 

implementing distributed content delivery architectures can reduce backbone network traffic 

by up to 40% for content-heavy applications [5]. Load balancing technologies that distribute 

network traffic evenly provide both performance and energy efficiency benefits, with potential 

network energy reductions of 15-25% through optimized traffic distribution [5]. 

 

Table 2: Energy Efficiency Gains from Infrastructure and Hardware Optimization [5,6] 

 

Optimization Technique Energy/Resource Reduction (%) 

Virtualization (Server Utilization) 45-65* 

Workload Consolidation 30-40 

Power Management Features 10-20 

Data Deduplication 30-70 

Tiered Storage 40 

SSD vs. HDD Energy Usage 70-90 

Traffic Optimization 15-25 

Content Delivery Networks 40 

Load Balancing 15-25 
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4. Cloud Resource Management and Green Computing 

4.1 Dynamic Resource Allocation 

Cloud environments offer significant opportunities for dynamic resource allocation that 

reduce energy consumption and carbon emissions. Research by Masanet et al. shows that 

migrating applications to the cloud can reduce associated energy use by up to 87% when 

accounting for improved server utilization rates, which typically increase from about 15% in 

traditional data centers to 40-70% in hyperscale facilities [7]. Autoscaling technologies enable 

cloud platforms to adjust computing resources based on actual demand, eliminating waste 

associated with static provisioning. According to Masanet's research, cloud data centers 

operated at a CPU utilization rate of approximately 50% in 2018, compared to just 18% for 

traditional enterprise data centers, demonstrating the efficiency benefits of dynamic 

provisioning. 

Predictive scaling and serverless computing further enhance efficiency. The World 

Resources Institute reports that an American multinational corporation's carbon-intelligent 

computing platform has reduced its operations' carbon footprint by shifting flexible computing 

tasks to times when low-carbon power sources like wind and solar are most abundant [8]. Their 

system leverages day-ahead predictions of grid carbon intensity to schedule non-time-sensitive 

workloads during optimal periods. 

4.2 Workload Scheduling 

Strategic workload scheduling significantly reduces energy consumption in cloud 

environments. Geographic load balancing routes computing workloads to regions with lower 

carbon-intensity electricity. According to WRI, American multinational corporations have 

pioneered this approach by developing carbon-aware computing systems that shift workloads 

across their global data center fleet based on the availability of carbon-free energy sources [8]. 

Their carbon-intelligent platform prioritizes data centers with available carbon-free energy 

when application requirements permit. 

4.3 Green Data Center Selection 

Choosing environmentally responsible data centers amplifies the benefits of 

performance engineering. Power Usage Effectiveness (PUE) is a critical metric for evaluating 

data center energy efficiency. Masanet's research indicates that hyperscale data centers 

achieved an average PUE of 1.16 in 2018, compared to 1.67 for traditional facilities, meaning 

significantly less energy is wasted on cooling and power conversion [7]. Their analysis found 

that global data center energy use increased only by about 6% from 2010 to 2018, despite a 
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550% increase in compute instances and a 25-fold increase in storage capacity, largely due to 

efficiency improvements. 

Renewable energy procurement plays a crucial role in reducing cloud carbon footprints. 

The World Resources Institute reports that an American multinational corporation has matched 

100% of its electricity consumption with renewable energy purchases since 2017 and is 

working toward operating entirely on carbon-free energy hourly at all data centers by 2030 [8]. 

 

Table 3: Cloud Computing Efficiency Metrics: Traditional vs. Hyperscale Data Centers [7,8] 

 

Cloud Resource Management Technique Efficiency Improvement (%) 

Cloud Migration 87 

Traditional Data Center CPU Utilization 18 

Hyperscale Data Center CPU Utilization 50 

Traditional Data Center PUE 1.67* 

Hyperscale Data Center PUE 1.16* 

Global Data Center Energy Growth (2010-2018) 6 

Compute Instance Growth (2010-2018) 550 

Storage Capacity Growth (2010-2018) 2500 

 

5. Measurement and Continuous Optimization 

5.1 Energy and Carbon Metrics 

Effective performance engineering requires appropriate metrics to quantify energy 

efficiency and environmental impact. Energy Usage Effectiveness (EUE) measures the ratio of 

total energy consumption to useful computing energy. Research on PUE metrics by Starosielski 

and Parikka indicates that organizations using standardized energy metrics can identify 

significant efficiency opportunities, particularly as average data center PUE has improved from 

approximately 2.0 in 2007 to 1.59 in recent measurements across the industry [9]. Their studies 

show that while PUE focuses on facility efficiency, IT organizations need additional metrics 

like Energy Usage Effectiveness (EUE) to account for computing efficiency. The research 

demonstrates that data centers can achieve PUE values as low as 1.1 when implementing 

comprehensive efficiency measures, resulting in substantial energy savings compared to the 

industry average. 

Carbon Usage Effectiveness (CUE) quantifies carbon emissions per unit of computing 

work. As explained in the ResearchGate publication, CUE is calculated by multiplying PUE by 
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the carbon emission factor of the energy source, providing a standardized approach for 

measuring environmental impact [9]. The research indicates organizations implementing both 

energy and carbon metrics can make better-informed decisions about facility locations and 

energy sources. According to the study, average CUE values can vary significantly by region, 

from as low as 0.35 kgCO₂e/kWh in regions with renewable-heavy energy mixes to over 0.7 

kgCO₂e/kWh in coal-dependent areas, highlighting the importance of carbon-aware 

deployments. 

Performance per Watt measures computational output relative to energy consumption. 

According to Fujitsu's benchmark documentation on SPECpower_ssj2008, this industry-

standard benchmark evaluates server energy efficiency across different load levels, measuring 

performance in server-side Java operations per second (ssj_ops) relative to power consumption 

in watts [10]. The SPEC benchmarks show significant variation in efficiency across server 

platforms. Fujitsu's overview indicates that their most efficient servers achieved up to 3,224 

ssj_ops/watt at optimal utilization levels while maintaining at least 70% of peak efficiency 

across varied workloads. This demonstrates the dramatic range in energy consumption for 

performing equivalent computational tasks based on hardware selection and configuration. 

Application-level energy profiling identifies energy hotspots within applications. 

Fujitsu's SPECpower documentation describes how benchmarking at different utilization levels 

reveals that many server configurations consume as much as 70% of their peak power, even 

when running at only 30% of computing capacity [10]. This insight demonstrates why 

application optimization is critical - many systems operate in this inefficient range during 

normal operations. Organizations can significantly improve overall efficiency while 

maintaining application performance by identifying and optimizing components with 

disproportionate energy consumption. 

5.2 Monitoring and Profiling Tools 

Application Performance Monitoring (APM) tools identify bottlenecks that waste 

computational resources. According to the PUE demystification research, comprehensive 

monitoring is essential for accurate efficiency measurement, with modern data centers requiring 

monitoring at multiple points with at least 0.5% measurement accuracy to achieve meaningful 

PUE calculations [9]. While PUE focuses on facility-level efficiency, the research emphasizes 

that APM tools complement these efforts by identifying inefficiencies at the application level. 

The study indicates that data centers implementing comprehensive monitoring across facility 

and application layers achieved efficiency improvements 23% greater than those focusing 

solely on infrastructure monitoring. 
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Infrastructure monitoring tracks resource utilization across the technology stack. The 

SPECpower benchmark documentation emphasizes how power monitoring at different load 

levels reveals significant opportunities for optimization, showing that many servers consume 

60-70% of maximum power even at idle state [10]. This indicates that infrastructure monitoring 

can identify systems operating inefficiently, particularly during low-utilization periods. 

Fujitsu's documentation describes how monitoring at 10%, 20%, 30%, 40%, 50%, 60%, 70%, 

80%, 90%, and 100% utilization levels provides a comprehensive view of energy efficiency 

across operating conditions, enabling more effective resource management decisions. 

Energy consumption dashboards visualize usage patterns across IT infrastructure. 

Research on PUE metrics highlights that visual representation of power usage trends is essential 

for continuous improvement, with organizations implementing dashboards seeing average 

improvements in PUE of 0.15 points within the first year [9]. The research emphasizes that 

effective dashboard implementations should include real-time and historical data with granular 

visibility into various subsystems. According to the study, organizations using specialized 

energy dashboards with alerting capabilities were able to identify and resolve inefficiencies 

78% faster than those without visualization tools. 

Carbon calculators estimate the carbon footprint of workloads and services. The PUE 

demystification research explains how organizations can combine energy metrics with carbon 

emission factors to calculate environmental impact [9]. These calculators become increasingly 

important as organizations face regulatory reporting requirements and sustainability goals. The 

research indicates that carbon calculation implementations with granular visibility enabled 

organizations to prioritize efficiency initiatives more effectively, resulting in reductions 

averaging 18% greater than those using general facility-level emissions estimates. 

5.3 Continuous Optimization Strategies 

Automated performance testing regularly evaluates systems for efficiency regressions. 

The SPECpower documentation describes how its benchmark methodology applies consistent 

loads at multiple utilization levels to enable comparative energy efficiency analysis across 

different hardware configurations and over time [10]. This approach demonstrates how 

automated testing can identify efficiency changes between system versions or configurations. 

Fujitsu's documentation shows how their systems are evaluated at calibrated load levels from 

10% to 100% of maximum throughput, with performance and power measurements at each 

level enabling precise efficiency comparisons and regression detection. 

A/B testing for energy efficiency compares different implementations to identify 

optimal approaches. Fujitsu's SPECpower documentation demonstrates this concept in practice, 
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showing how different server configurations with the same computational capabilities can vary 

significantly in energy efficiency [10]. Their comparison between 2008 and current systems 

shows dramatic efficiency improvements, with modern systems operating at over 3,000 

ssj_ops/watt compared to less than 1,000 ssj_ops/watt for older configurations. This 

methodology of direct comparison between alternatives is the essence of A/B testing for energy 

efficiency, enabling organizations to make empirically-based decisions when selecting 

hardware and software implementations. 

Efficiency benchmarking compares solutions against industry standards. The 

SPECpower documentation describes how standardized benchmarks enable organizations to 

compare their systems against competitive alternatives and industry averages [10]. Fujitsu's 

analysis indicates that efficiency leadership can change rapidly, with each generation of 

hardware typically improving performance-per-watt by 30-60% over previous generations. 

Organizations can use standardized benchmarks to identify the most efficient options for their 

specific workload requirements and track efficiency trends over time, ensuring they maintain 

competitive energy efficiency relative to industry capabilities. 

Performance budgets establish resource consumption limits for applications. While not 

explicitly addressing performance budgets, the SPECpower documentation demonstrates the 

value of establishing baseline efficiency expectations by measuring power consumption at 

different performance levels [10]. These measurements create reference points for acceptable 

energy consumption at various utilization levels, which is the fundamental concept behind 

performance budgets. Fujitsu's power measurement methodology, which captures consumption 

across a range of utilization points from 10% to 100%, demonstrates how organizations can 

establish granular performance-to-power expectations as the foundation for enforceable 

performance budgets. 

 

Table 4: Evolution of Data Center Efficiency Metrics and Improvement Potential [9,10] 

 

Metric/Technique Value/Improvement (%) 

Average Data Center PUE (2007) 2.0* 

Average Data Center PUE (Recent) 1.59* 

Optimized Data Center PUE 1.1* 

CUE in Renewable-Heavy Regions 0.35* 

CUE in Coal-Dependent Regions 0.7* 

Server Power at 30% Utilization 70 

Server Power at Idle State 60-70 
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Monitoring Efficiency Improvement 23 

Energy Dashboard PUE Improvement 0.15* 

Dashboard Issue Resolution Speed 78 

Carbon Calculator Reduction Advantage 18 

Performance-per-Watt Improvement (generations) 30-60 

 

6. Conclusion 

Performance engineering represents a powerful approach to reducing the carbon 

footprint of digital systems without compromising capabilities. The optimization of algorithms, 

code efficiency, hardware utilization, and cloud resource management creates a compelling 

alignment between technical excellence and environmental responsibility. As computing 

expands globally, integrating performance engineering throughout the software development 

lifecycle becomes crucial for building a sustainable digital future. Organizations committed to 

environmental stewardship should invest in performance engineering capabilities, establish 

appropriate metrics, implement continuous monitoring, and foster a culture that values 

performance and sustainability. This effort requires collaboration across the technology 

industry through shared best practices, common standards, and continued innovation in energy-

efficient computing, positioning performance engineering as a key driver in addressing the 

environmental challenges of the digital age. 
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